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Outline 
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○ Sampling 
● What is it? 
● Why do we need it? 
● Properties of samplers 

○ Sampling from univariate distributions 

○ Sampling from multivariate distributions 
● Ancestor sampling 
● Gibbs Sampling 
● Monte Carlo Markov Chain (MCMC) 
● Other methods



What is sampling?
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Sampling consists in drawing a set of realizations X = {𝑥1, . . . , 𝑥𝐿} of a random 
variable 𝑥 with distribution 𝑝(𝑥). 

Example: 
We would like to sample a dice: 𝑝(𝑥 = 𝑖) = 1/6, 𝑖 ∈ [1, 6].

𝑙 𝑥𝑙

1 5
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Sampling consists in drawing a set of realizations X = {𝑥1, . . . , 𝑥𝐿} of a random 
variable 𝑥 with distribution 𝑝(𝑥). 
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The set 𝑋 = {5, 3, 2, 1, 5} contains 𝐿 = 5 samples.

Sampling consists in drawing a set of realizations X = {𝑥1, . . . , 𝑥𝐿} of a random 
variable 𝑥 with distribution 𝑝(𝑥). 

Example: 
We would like to sample a dice: 𝑝(𝑥 = 𝑖) = 1/6, 𝑖 ∈ [1, 6].



Why do we need sampling? 
Approximating expectations 
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Suppose that we want to compute the expectation 𝐸𝑝 𝑥 [𝑓(𝑥)].

If we have a sample set 𝑋 = {𝑥1, . . . , 𝑥𝐿}, then we can approximate the 
expectation as:

𝐸𝑝 𝑥 𝑓 𝑥 ≈
1

𝐿


𝑙=1

𝐿

𝑓 𝑥𝑙 ≡ መ𝑓𝑋 (1)

There are many cases where 𝑝(𝑥) is intractable:
○ the distribution of a Boltzmann Machine;
○ the posterior 𝑃(𝜃, 𝒛|𝒘, 𝛼, 𝛽) in LDA;
○ posteriors when non-conjugate priors are used.

If 𝑝(𝑥) is intractable, we cannot compute it enumerating all the states of 𝑥.



Why do we need sampling? 
Learning parameters 
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In Bayesian models, parameters are random variables.

In LDA, we can learn the model parameters by sampling:

𝜃, 𝒛, 𝛽 ∼ 𝑃(𝜃, 𝒛, 𝛽|𝒘, 𝛼)

In this case, we sample:

𝜃∗, 𝒛∗ ∼ 𝑃(𝜃, 𝒛|𝒘∗, 𝛼, 𝛽),

where 𝒘∗ are the words in the new documents.

We can learn the model parameters by sampling their posteriors!

Sampling from the posterior is also useful to classify new instances!



Properties of sampling
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The most important properties of sampling are:

○ the empirical distribution converges almost surely to the true distribution:

lim
𝐿→∞

1

𝐿


𝑙=1

𝐿

𝕀[𝑥𝑙 = 𝑖] = 𝑝(𝑥 = 𝑖), 𝑥𝑙 ∼ 𝑝(𝑥)

where 𝕀[𝑐] = 1 if and only if 𝑐 is true;

○ the sampling approximation መ𝑓𝑋 of the expectation can be an unbiased 
estimator;

○ the sampling approximation መ𝑓𝑋 of the expectation can have low variance;

The last two properties are desirable but difficult to ensure!



Sampling procedures as distributions
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The quality of the sampling approximation depends on the properties of 𝑝 𝑋 , 
i.e. the probability to obtain a sample set 𝑋.

𝒑 𝑋 ≠ 𝒑 𝒙

The distribution to sample
Does not depend on the 
sampling procedure.

The distribution of the samples
Depends on the 
sampling procedure.

𝑝 𝑥

𝑝(𝑋)



Small recap 
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So far, we have shown that:

○ we need sampling:
● to approximate expectations;
● to do inference in Bayesian models.

○ properties of the sampling procedure depends on 𝑝 𝑋 :
● 𝑝(𝑥𝑙) = 𝑝(𝑥𝑙) ⟹ valid sampler;

● 𝑝(𝑥𝑙, 𝑥𝑙
′
) = 𝑝(𝑥𝑙) 𝑝(𝑥𝑙

′
) ⟹ low approximation variance.

In the next slides, we introduce examples of sampling procedures:

○ sampling from univariate distributions;

○ sampling from multivariate distributions:
● naive approaches;
● exact procedures;
● approximated procedures.



Univariate Sampling
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Drawing samples from a univariate distribution is easy!

We only need a random number generator 𝑅 which produces a value uniformly 
at random in [0, 1].

𝑝 𝑥 = ቐ
0.4 𝑥 = 1
0.4 𝑥 = 2
0.2 𝑥 = 3

𝑝(𝑥 = 1) 𝑝(𝑥 = 2) 𝑝(𝑥 = 3)

𝑅 𝑥

0.19 1

0.24 1

0.47 2

0.88 3

0.73 2

0.63 2

0.52 2

0.96 3



Multivariate Sampling 
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In the multivariate case, 𝑝(𝑥) represents the joint distribution of a set of 
variables {𝑠1, . . . , 𝑠𝑛}, where each 𝑠𝑖 is a discrete variable with 𝐶 states.

Hence, each sample 𝑥𝑙 contains 𝑛 values.

𝑋 𝑆1 𝑆2 𝑆3 𝑆4 𝑆5

𝑥1 1 1 2 4 5

𝑥2 4 3 2 1 2

𝑥3 5 2 5 3 4

⋮ ⋮ ⋮ ⋮ ⋮ ⋮

𝑥𝐿 3 5 6 6 1

How can we sample from 𝑝(𝑥)?



Naive Multivariate Sampling - 1
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We build an univariate distribution 𝑝(𝑆), where 𝑆 is a discrete variable with 𝐶𝑛

states (i.e. all possible combination of 𝑠𝑖 variable states).

𝑆 𝑠1 𝑠2 𝑠3 𝑠4 𝑠5 𝑝(𝑆)

1 1 1 1 1 1 𝑝(1, 1, 1, 1, 1)

2 1 1 1 1 2 𝑝(1, 1, 1, 1, 2)

3 1 1 1 1 3 𝑝(1, 1, 1, 1, 3)

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

𝐶𝑛 𝐶 𝐶 𝐶 𝐶 𝐶 𝑝(𝐶, 𝐶, 𝐶, 𝐶, 𝐶)

We can sample from 𝑝(𝑆) using the univariate schema!

𝑆 has 𝑂(𝐶𝑛) states! Computationally infeasible!



Naive Multivariate Sampling - 2
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Using the chain rule, we can rewrite the joint distribution as:

𝑝(𝑠1, . . . , 𝑠𝑛) = 𝑝(𝑠1)𝑝(𝑠2|𝑠1)𝑝(𝑠3|𝑠1, 𝑠2). . . 𝑝(𝑠𝑛|𝑠1, . . . , 𝑠𝑛−1)

Them, we sample the variables in the following order:

1. sample ǁ𝑠1 ∼ 𝑝(𝑠1);

2. sample ǁ𝑠2 ∼ 𝑝(𝑠2| ǁ𝑠1);

3. sample ǁ𝑠3 ∼ 𝑝(𝑠3| ǁ𝑠1, ǁ𝑠2);

⋮

n. sample ǁ𝑠𝑛 ∼ 𝑝(𝑠𝑛| ǁ𝑠1, . . . , ǁ𝑠𝑛−1).

Unfortunately, computing the distribution 𝑝(𝑠𝑖|𝑠𝑗<𝑖) easily becomes 

exponential w.r.t. number of states!

Easy because
univariate! 



Ancestral Sampling 
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The approach used in the previous slide is called Ancestral Sampling (AS).

If the distribution 𝑝(𝑠1, . . . , 𝑠𝑛) is already represented as a Belief Network (BN), 
we can apply it directly!

The BN ancestral order tell us the sampling order. 

{𝑠1, 𝑠2, 𝑠4} ≺ {𝑠3} ≺ {𝑠6} ≺ {𝑠5}

𝑠1 𝑠2 𝑠3 𝑠4 𝑠5 𝑠6



Ancestral Sampling 
Example
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{𝑠1, 𝑠2, 𝑠4} ≺ {𝑠3} ≺ {𝑠6} ≺ {𝑠5}

Sample ǁ𝑠1 ∼ 𝑝(𝑠1)

𝑠1 𝑠2 𝑠3 𝑠4 𝑠5 𝑠6



Ancestral Sampling 
Example
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{𝑠1, 𝑠2, 𝑠4} ≺ {𝑠3} ≺ {𝑠6} ≺ {𝑠5}

Sample ǁ𝑠4 ∼ 𝑝(𝑠4)

𝑠2 𝑠3 𝑠4 𝑠5 𝑠6ǁ𝑠1



Ancestral Sampling 
Example
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{𝑠1, 𝑠2, 𝑠4} ≺ {𝑠3} ≺ {𝑠6} ≺ {𝑠5}

Sample ǁ𝑠2 ∼ 𝑝(𝑠2)

𝑠2 𝑠3 𝑠5 𝑠6ǁ𝑠1 ǁ𝑠4



Ancestral Sampling 
Example
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{𝑠1, 𝑠2, 𝑠4} ≺ {𝑠3} ≺ {𝑠6} ≺ {𝑠5}

Sample ǁ𝑠3 ∼ 𝑝(𝑠3| ǁ𝑠1, ǁ𝑠2)

𝑠3 𝑠5 𝑠6ǁ𝑠1 ǁ𝑠4ǁ𝑠2



Ancestral Sampling 
Example
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{𝑠1, 𝑠2, 𝑠4} ≺ {𝑠3} ≺ {𝑠6} ≺ {𝑠5}

Sample ǁ𝑠6 ∼ 𝑝(𝑠6| ǁ𝑠3)

𝑠5 𝑠6ǁ𝑠1 ǁ𝑠4ǁ𝑠2 ǁ𝑠3



Ancestral Sampling 
Example
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{𝑠1, 𝑠2, 𝑠4} ≺ {𝑠3} ≺ {𝑠6} ≺ {𝑠5}

Sample ǁ𝑠5 ∼ 𝑝(𝑠5| ǁ𝑠4, ǁ𝑠6)

𝑠5ǁ𝑠1 ǁ𝑠4ǁ𝑠2 ǁ𝑠3 ǁ𝑠6



Ancestral Sampling 
Example

DAVIDE BACCIU - ISPR COURSE 27

{𝑠1, 𝑠2, 𝑠4} ≺ {𝑠3} ≺ {𝑠6} ≺ {𝑠5}

This is a single sample 𝑥𝑙!

ǁ𝑠1 ǁ𝑠4ǁ𝑠2 ǁ𝑠3 ǁ𝑠6ǁ𝑠5

AS performs exact sampling since each sample 𝑥𝑙 is drawn from 𝑝(𝑥).

The samples are also independent!
Thus, AS has low variance!



Sampling with evidence
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Suppose that a subset of variables 𝑠∈ are visible; writing 𝑠 = 𝑠∈ڂ𝑠\∈ , we 

would like to sample from: 

𝑝(𝑠\∈|𝑠∈) =
𝑝 𝑠\∈ ,𝑠∈

𝑝 𝑠∈

Can we still use AS? 

○ Clamping variables changes the structure of the BN. 
In previous example 𝑠1 ⊨ 𝑠2, but 𝑠1 𝑠2|𝑠3.

○ We can run AS on the old structure and then discard any samples which do 
not match the evidence.

⊨ ⊭

Computing the new structure is complex as running exact inference!

We discard a lot of samples!



The needing of new sampling procedures
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Sampling under evidence is important!

In probabilistic models, the inference is based on the posterior:

𝑝(ℎ|𝑣) =
𝑝 ℎ,𝑣

𝑝 𝑣
,

where:

○ where ℎ is set of hidden variables

○ where 𝑣 is set of visible variables (i.e. the data)

In the next slide, we introduce the Gibbs sampling procedure.

We need an efficient method to sample under evidence!



Gibbs Sampling
Example
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The idea is to start from a sample 𝑥1 = {𝑠1
1, . . . , 𝑠𝑛

1} and to update only one 
variable at a time.

Sample 𝑠1 𝑠2 𝑠3 𝑠4 𝑠5

𝑥1 1 1 2 4 5



Gibbs Sampling
Example
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Sample 𝑠1 𝑠2 𝑠3 𝑠4 𝑠5

𝑥1 1 1 2 4 5

𝑥2 3 1 2 4 5

The idea is to start from a sample 𝑥1 = {𝑠1
1, . . . , 𝑠𝑛

1} and to update only one 
variable at a time.



Gibbs Sampling
Example
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Sample 𝑠1 𝑠2 𝑠3 𝑠4 𝑠5

𝑥1 1 1 2 4 5

𝑥2 3 1 2 4 5

𝑥3 3 4 2 4 5

The idea is to start from a sample 𝑥1 = {𝑠1
1, . . . , 𝑠𝑛

1} and to update only one 
variable at a time.



Gibbs Sampling
Example
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Sample 𝑠1 𝑠2 𝑠3 𝑠4 𝑠5

𝑥1 1 1 2 4 5

𝑥2 3 1 2 4 5

𝑥3 3 4 2 4 5

𝑥4 3 4 2 1 5

The idea is to start from a sample 𝑥1 = {𝑠1
1, . . . , 𝑠𝑛

1} and to update only one 
variable at a time.



Gibbs Sampling
Example
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Sample 𝑠1 𝑠2 𝑠3 𝑠4 𝑠5

𝑥1 1 1 2 4 5

𝑥2 3 1 2 4 5

𝑥3 3 4 2 4 5

𝑥4 3 4 2 1 5

𝑥5 3 4 6 1 5

The idea is to start from a sample 𝑥1 = {𝑠1
1, . . . , 𝑠𝑛

1} and to update only one 
variable at a time.



Gibbs Sampling
Example
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Sample 𝑠1 𝑠2 𝑠3 𝑠4 𝑠5

𝑥1 1 1 2 4 5

𝑥2 3 1 2 4 5

𝑥3 3 4 2 4 5

𝑥4 3 4 2 1 5

𝑥5 3 4 6 1 5

⋮ ⋮ ⋮ ⋮ ⋮ ⋮

The idea is to start from a sample 𝑥1 = {𝑠1
1, . . . , 𝑠𝑛

1} and to update only one 
variable at a time.



Gibbs Sampling 
Definition
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During the (𝑙 + 1)-th iteration,

○ we select a variable 𝑠𝑗;

○ we sample its value according to 

𝑠𝑗
𝑙+1 ∼ 𝑝 𝑠𝑗 𝑠\j) =

1

𝑍
𝑝(𝑠𝑗 𝑝𝑎 𝑠𝑗 ෑ

𝑘∈𝑐ℎ 𝑗

𝑝 𝑠𝑘 𝑝𝑎 𝑠𝑘 ,

where variables 𝑠\j are clamped to {𝑠1
𝑙 , . . . , 𝑠𝑗−1

𝑙 , 𝑠𝑗+1
𝑙 , . . . , 𝑠𝑛

𝑙 }.

It depends only on the Markov blanket of 𝑠𝑗! Easy to sample!

Dealing with evidence is easy!
We just do not select a variable!



LDA Gibbs Sampling 
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Start from an initial guess {𝑧𝑖𝑗
0 , 𝜃𝑖

0, 𝛽0}.

Do:

1. 𝑧𝑖𝑗
𝑙+1 ∼ 𝑃(𝑧𝑖𝑗|𝒘, 𝒛𝒊𝒋

𝒍−𝟏, 𝜃𝑙 , 𝛽𝑙 , 𝛼)

2. 𝜃𝑖
𝑙+1 ∼ 𝑃(𝜃𝑖|𝒘, 𝒛

𝒍+𝟏, 𝛽𝑙 , 𝛼)

3. 𝛽𝑙+1 ∼ 𝑃(𝛽|𝒘, 𝒛𝒍+𝟏, 𝜃𝑙+1, 𝛼)
Repeat until convergence.

The convergence criteria is based on 𝑃(𝒛,𝒘, 𝜃|𝛽, 𝛼).
The procedure terminates when the likelihood stop increasing.

The derivation of the sampling formulas can be quite mathematically involved



Gibbs Sampling 
Properties
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The Gibbs sampling draws a new sample 𝑥𝑙 from 𝑞 𝑥𝑙 𝑥𝑙−1).

○ Is the Gibbs sampling a valid sampling procedure?
○ s

..

We cannot ensure that the sampling distribution has the same marginals of 
𝑝(𝑥).

○ However, if we compute the limit to 𝐿 → ∞, the series {𝑥1, . . . , 𝑥𝐿} converges
to samples taken from 𝑝(𝑥)!

○ cSs

○ Has the Gibbs sampler low variance?

We are not sampling from p(x)!

In the limit of infinite samples, the Gibbs sampler is valid!

No, samples are highly dependent!



Take home messages 
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○ Sampling is useful to deal with intractable 𝑝(𝑥): 
● we can approximate expectations; 
● we can perform inference in Bayesian models; 

○ 𝑝(𝑥) univariate → sampling is easy! 

○ 𝑝(𝑥) multivariate → sampling is difficult! 
● naive approaches are not feasible; 
● if 𝑝(𝑥) is a BN, we can use AS (valid and with low variance); 
● AS does not work with evidence (we always have it!); 

○ Gibbs sampling approximates the sampling procedure: 
● we can easily deal with evidence; 
● the sampler defines a Markov Chain whose stationary distribution is 𝑝(𝑥); 

■ the sampler is valid in the limit 𝑙 → ∞; 



Next Lecture

Boltzmann machines

○ The missing link between probabilistic (MRF) and neural models 

(RNNs)

○ The originator of the whole deep learning fuzz

○ A good way to see Gibbs sampling at work
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