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Lecture Outline

* Population health management and the need for subject
stratification

* Risk scoring and stratification

* Machine learning for risk stratification

* Asimple scoring model
* |dentifying risk factors
* Assessment and validation of risk predictors

* Data challenges in risk scoring

* Censoring
* Competing risks



Risk stratification fundamentals




Stratification/Segmentation

A 1% Catastrophic illness
High-Cost
Patients 4% 5+ chronic conditions

Rising-Risk 20%  2-4 chronic conditions
Patients

A \ 25%  One chronic condition

AT
At-Risk
Patients

' Healthy )
M Patients M
' .

Source: English NHS

15% A° risk of de\'glpping a
chronic condition

359% INoongoing physical
health needs

Tool designhed to
enhance comprehension
of population needs by
segmenting it into
smaller, more
manageable groups,
with each group
exhibiting comparable
healthcare requirements
and priorities



Population

Example

e \Very preterm newborns

A subgroup we want to SN « Men aged 75+ who require

know something about coronary bypass surgery

e Women who smoke 20+
cigarettes per-day




The likelihood of an adverse clinical
outcome, such as a worsening of

symptoms, declining quality of life due to
illness or injury, or death




Risk Stratification

* Separate a patient population into multiple segments (at least 2)
based on the risk of incurring into an outcome

* Atypical stratification separates high-risk individuals from low-risk
individuals

* |t is associated with interventions that target high-risk subjects

* Goal is population health management
* Consider patients as both individuals and members of distinct subgroups
based on their conditions and medical needs
* A"one-size-fits-all" model, where the same level of resources is offered to
every patient, is clinically ineffective and prohibitively expensive
* Improve patient outcomes
* Optimize healthcare systems operations



Population Health
Management

* Select patients who would benefit from
working with a specialist

* |dentify patients for coordinated care
solutions

* Improve scheduling (i.e. schedule longer
appointments for higher-risk patients)

* Prioritize existing resources and identify
needs gaps

‘. -
30-DAY READMISSION RATES TO U.S. HOSPITALS

Healthcare Cost and Utilization Project (HCUP) data from 2010 provide the most comprehensive
national estimates of 30-day readmission rates for specific procedures and diagnoses.” Examples include:

Nearly ONE€ in five : Nearly ONE€ in four

patients with these common patients with these common
procedures was readmitted: diagnoses was readmitted:

23% Amputation of lower extremity ﬂ 25% Congestive heart failure

19% Heart valve procedures 22% Schizophrenia

22% Acute and unspecified
renal failure

19% Debridement of a wound,
infection, or burn

Nearly ONE€ in three

patients with these less frequent
procedures was readmitted:

Nearly ONE€ in three

patients with these less frequent
diagnoses was readmitted:

32% sickle cell anemia

32% Gangrene

29% Kidney transplant

29% lleostomy and other
enterostomy

i

(5) f Readmlss:on Rates by Payerj ‘[.)

Medicaid and Medicare patients have a higher percentage of readmissions than other payers

M Procedure: Amputation of lower extremity M Diagnosis: Congestive heart failure

Medicaid 227 P Medicare
Privately Insured m Privately Insured
Uninsured Uninsured

Readmissions were for all causes and did not necessarily include the same procedure or diagnosis as the original admission (index stay).

Source: HCUP Statistical Briefs #153 and #154:
http://www.hcup-us.ahrq.gov/reports/statbriefs/statbriefs.jsp

Source: US AHRQ Agency



Risk Stratification Example

Does a patient need to be
admitted to the intensive
coronary care unit?

Source: womensagenda.com.au/tag/cardiovascular-disease/



Risk Stratification Example

What is the risk of severe
morbidity as adults in early
preterms?




Traditional Risk Stratification

Simple scores computed Apgar Scoring System
on data entered by a Indicator OPoints  1Point 2 Points
human (expert or patient) Activity e
using questionnaire-like - .
methods
Grimace Floppy Minimal response to Prompt response
(reflex irritability) stimulation to stimulation
Appearance Blue Pink body _ Pink
(skin calor) Pale Blue extremeties
Respiration Absent ?ll_?evéjgg Vigorous cry

hiehelpcenter.org

Apgar score measures status of newborns immediately after
birth (7-10 normal, 4-6 moderately abnormal, 0-3 critical)



Apgar score for risk stratification

Newborns with lower
Apgar scores are more
likely than babies with
higher scores to need
resuscitation

Apgar Score Gestational age weeks
Sign 0 1 2 1 minute | 5minute | 10 minute | 15 minute | 20 minute
Golor Blue or Pale Acrocyanotic GCompletely
Pink
Heart rate Absent <100 minute >100 minute
Reflex irritability | No Response Grimace Cry or Active
Withdrawal
Muscle tone Limp Some Flexion Active Motion
Respiration Absent Weak Cry; Good, Crying
Hypoventilation
Total
Comments: Resuscitation
Minutes 1 5 10 15 20
Oxygen
PPV/NCPAP
ETT
Chest Compressions
Epinephrine




Diabetes risk
stratification

* Allows self assessment
e Computes 5risk classes

Type 2 diabetes risk assessment form

Circle the right alternative and add up your points,

Under 45 years
45-54 years
25—-64 years
Qver 64 years

2. Body mass index
(Sea reverse of form)
0p. Lower than 25 kg/m?
1p.  25-30 kg/m?
3p.  Higher than 30 kg/m?

3. Waist circumference measured below the
ribs (usually at the level of the navel)

MEN WOMEN
0p. Less than 94cm Less than 80 cm
3p. 94-102cm 80-88cm
4 p. More than 102¢<m Mare than 88 cm

4. Do you usually have daily at least 30 min
of physical activity at work and/or during
leisure time (including normal daily
activity)?

0p. Yes

2p. No

5. How often do you eat vegetables, fruit, or
berries?

0p. Every day

1p. Not every day

6. Have you ever taken antihypertensive
medication regularly?

0p No
2p. Yes

7. Have you ever been found to have high
blood glucose (e.g. in a health examination,
during an illness, during pregnancy)?

0p No
5p. Yes

8. Have any of the members of your
immediate family or other relatives been
diagnosed with diabetes (type 1 or type 2)?

Op. No

3p. Yes: grandparent, aunt, uncle, or first
cousin (but no own parent, brother, sister
or child)

5p.  Yes: parent, brother, sister, or own child

R N

Total risk score

The risk of developing
l:l type 2 diabates within 10 years is
Lower than 7 Low: estimated one in 100
will develop disease
7-11 Slightly elevated:
estimated one in 25
will develop disease
Moderate: estimated one in 6
will develop disease
High: estimated one in three
will develop disease
Very high:
estimated one in 2 two
will develop disease

Please turn ove!

Test deslaned by Prolessor Jaakko Teomilehio, Depariment of Public Health, University of Helsinkl, and Jaana Lndstrdm, MES, National Public Health Institute

L R N N




Limitations of traditional risk assessment

* A manual screening step needs to be done for every subject
* Either in the physician’s office or as surveys
* Costly and time-consuming
* Infeasible for regular screening for millions of individuals

* Not easy to adapt to multiple surrogates, e.g. when variables are
missing
* Discovery of surrogates not straightforward

Both can be attacked by a data-driven
approach leveraging machine learning




Machine learning for risk stratification




ML for risk

stratification

Data and problem
characterized by
critical temporal
aspects

 Predictiontime in
the future

* Availability of data
from a starting
iIndexing point

Risk stratification
often coupled with
the problem of
identifying the
relevant risk factors

Image encoder

\ v v v

v v

Additive hazard layer

/

Yr 2Yr 8Yr: 4¥Yr 5Yr

Source: Yala et al 2021, Science Translational



Longitudinal Data

* Measurements are taken for the same subjects on multiple occasions
* Population-level predictions
* Individual-level predictions in the future

Different from time series data, where measurements are taken for a single

subject (or few subjects) for a long period of time and inference is conducted
within the subject

Going backin
time to learn
how to predict
in the future

Which subjects
manifested an
outcome compared
to those who did
not?

Past

Today

» Future
Risk scoring



Risk scoring

* Risk score is a numerical representation of the likelihood that a
natient will experience a particular health event

* Predicted using ML models incorporating various patient-specific
factors

RiskScore = wyxqy + wyXx, + -+ WpXp  Linearrisk modeling

RN

x; are input variables or features related w; are coefficients assigned to each

to the patient's health, e.g. age, blood feature and determine how much each
pressure, cholesterol levels, lifestyle, factor contributes to the final risk score
genetic markers (risk factors)

A higher risk score indicates a greater likelihood of developing the outcome



Risk Scoring as Supervised Learning

Consider the problem of stratifying high-risk vs low-risk subjects
w.r.t developing an outcome at different time periods in the future

e Can be casted as three

— T T 1 1 1 binary classification

2020 2021 2022 2023 2024 2025 2026

problems
* Building on the linear risk
— ettt modelling

2020 2021 2022 2023 2024 2025 2026

* Biasing the model to focus

o on few relevant factors
4| _

| ' ' | ' ' ; Any suggestion?
2020 2021 2022 2023 2024 2025 2026




The Return of Logistic Regression
®" ®
outcome factors D ; 0,
~. / ®
Py=1|x) =0 2 O,x;, | =0(0x)
k=1
N
Loss = z —y log(a(@xn)) — (1 —ylog(1 —0(6x,)) +A1 0 I
= | || |
- Score fittillwg to data Bias tov:/ards few
factors

Logistic regression is a widely used model in risk scoring because of a nice
property of its coefficients

@



Odds Ratio (OR)

* The ratio of the odds of an outcome O occurring in a group
characterized by a certain condition/exposition (C) versus those of
a group without the condition (N)

OR — P(O|C)/(1—=P(0|C)) — oDD.
P(O|N)/(1 — P(O|N))— ODDy
* OR>1:Higher odds of the outcome in the exposed group C
* OR-=1:Nodifference in odds
* OR<1:Lower odds of the outcome in the exposed group C

Quantifies the strength of the association between an outcome
and a condition/exposition, providing hints on risk factors



Odds Ratio - Example

* Qutcome: lung cancer
* Condition: smoking/not-smoking

* Given a case study:
 Smokers: 30 have lung cancer, 70 do not.
* Non-Smokers: 10 have lung cancer, 90 do not.

* Odds of lung cancer in smokers: 30/70=0.43
* Odds of lung cancer in non-smokers: 10/90=0.11

3
R=——=3.
0, 011 3.9

* Suggests that smokers have 3.9 times higher odds of developing lung
cancer than non-smokers.



OR and Logistic Regression

* The coefficients of the logistic regression is associated to the odds
ratio tk))letween the outcome variable and the corresponding free
variables

* Given
D
PO =110 = 0| ) Oy,
k=1

Then
OR (y‘xk,xl/k) ~ e

That is the OR between outcome y and risk factor x;, when the other
Independent variables X1/ are fixed



Predicting Risk in Time

We may want to capture (and predict) how a subject risk evolves in time
* E.g.adailyrisk assessment of hospitalized patients
We introduce time marked patient features and outcomes (e.g. for each day of
patient admission)
* Xx,; — patient features attime t (e.g. lab results or medications taken on the
day)
* y; — patientrisk at time t (e.g. patient infected with hospitalization-related
disease)
A naive solution would consider a straightforward adaptation of logistic regression

D
Py, =1lx) =0 z z Okxe | = 0(0x;)
k=1 t



Accounting for Time Varying Effects

* Previous formulation pools all training examples together and learns a single
model

 Model parameters 0 are independent of time

* We may want a model that changes as the patient spends more time in the
hospital as we expect the factors contributing to patient risk to change with
time

* Partition days into periodsj = 1...T with 7; being the set of days of the j -th
period

* Re-parameterize the logistic regression such that the subject risk on day
t € 1; is proportional to (6, + 6;)x,

Shared time- / \ Changing time-
invariant knowledge specific knowledge



Do we need to use only logistic

regression?

Source: Smole et al, CIBM journal, 2021

heterogeneous data\ risk-stratification system h outputs \

demographic

data pre-processing_,. tainine risk of HCM:

dataset ow & / highf

risk prediction

genetic data

learning

clinical
investigations

medications random forests [ P A
boosted trees [ ALEICIINIS 7
neural networks [ LUEEIRA] g
support vector machine |ETefo (< optimization of accuracy factors that
and validation increase/decrease risk

disease-related
events




Of course not,

but you may
want to retain
the ability to
assess risk
factors

Ech_Tricuspid_Regurg

No

Yes

Primary_Diagnosis_ ARVC

No

Yes

Ech_Echo_LA_Vol

<=4221

<= 89.00

> 89.00

Ech_Echo_LA

<=34.83

<= 48.00

> 48.00

Primary_Diagnosis_ FAMILY_HISTORY_HCM
No

Yes

ECG_Rhythm__PACED

No

Yes

PAST__Diagnosis_ ABNORMAL_HOLTER
No

Yes

NYHA

<=1.00

<= 2.00

>2.00

Age

<=38.76

<= 64.25

> 64.25

Ech_Echo_LVIDs

<= 25.00

<= 34.00

> 34.00

PAST__Diagnosis__ PRE_SYNCOPE
No

Yes

PAST__Diagnosis_ HEART_FAILURE
No

Yes

Diagnosis_ DIABETES

No

Yes
Ech_tissuedoppler_sep_Eprime
<= 6.00

<=7.88

>7.88

Gene_Name_ MYBPC3

No

Yes

ECG_Rate

<=57.00

<=71.33

>71.33

PAST__Diagnosis__ CARDIAC_ARREST
No

Yes
Ech_doppler_Mitral_Valve_E_DT
<=179.00

<=224.00

>224.00

Source: Smole et al, CIBM journal, 2021

Model explanation for HIGH-RISK predictions

-1.0 -0.5 0.0 0.5 1.0 15 2.0 2.5
Feature contributions



Key caveats in risk prediction models




Performance assessment in risk prediction

e Calibration - The ability to accurately predict the absolute risk
level

* |[n binary outcomes it is assessed by looking at the difference between the
mean observed risk and the mean predicted risk

* To provide an assessment that generalizes beyond the training set, it
needs to be computed in cross-validation settings (calibration set)

* Discrimination - The ability to accurately separate individuals into
low and high risk

* A popular discrimination measure for binary outcomes is the area under
the receiver operating characteristic curve (AUC)



Calibration Plot

Overfitting

Underfitting

— Ideal
— Logistic calibration

Observed proportion
o
N
|

low risks

Underestimated

— lIdeal
— Logistic calibration

0.8 —
Underestimated /

06 - high risks

Overestimated
high risks

Observed proportion
o
s
|

Overestimated
low risks

Predicted probability

Predicted probability

Source: cran.r-project.org/web/packages/CalibrationCurves




Calibration Plot on Observations

1.001

Calibration can be evaluated also
according to a grouping factor

Sex
; /

.1

Observation
= = =
M i_n |
i_n i i_n

| | |

0.00+

0.000.250.50 0.75 1.00
Frediction

Source: cran.r-project.org/web/packages/predtools



AUC and Risk Stratification

AUC = Probability that
model ranks a positive
outcome subject over a
negative one

TPR Invariant to class

imbalance

FPR



AUC and Risk Stratification

| ROC CURVE

VO
Risk stratification

L 08 usually focuses on just
< __ thisregion (because of
W o6 costs of interventions in
%‘m false positives)

;'% Can tune the classifier
" o2 to operate in this region

by adjusting the
_ . decision threshold

| ] ]
) c.0 0.2 o4 0.6 o.8 \O

FALSE POSITINE RATE

0.0




Censoring

A.k.a. why risk stratification may not be your standard classification problem

The observations of some
factors for some subjects
may not be available
(e.g.itwas collected in a
different hospital)

¢ [ A
measurements
| | | | | | | L]

| | | >
2020 2021 2022 2023 2024 2025 2026

Outcomes for some
patient may not have
materialized yet (so
labelling of the outcome
is not available)

|
Left censoring

|
Right censoring

Exclude
patients that
are either left-
or right-
censored may
substantially
deplete or bias
your dataset



Dealing With Left-Censoring

* Imputation is an approach to fill-in the voids when observations are not

available for some features

* Typically, does not work well with left-censoring due to the large amount of missing

values

* Instead, we engineer features to include many binary variables indicating
whether a particular observation is available for an individual

Level of LDL cholesterol

@

Instead of representing
this we expand it into
multiple factors

X1 = 152

n
>

0o0.w.

_ {1 if LDL test available
X1 =

f 0 testresult normal

1 test result abnormal

| 2testresult high

(0 result decreasing

| 1 resultincreasing

Note that
these features
are typically
computed for
different time
windows



Dealing with Right-Censoring

Censored due to

Outcome observed eventnotoccurred  « With right-censored data we
need to steer away from a
— classification-based approach

S6 X
* Filtering censored data typically

“ > . leaves with too few subjects for
o 54 X training
8 S3 ® —— Censored due to loss * Introduces bias creating
3 pessimistic models due to focus
52 ® on non-censored data
S1 o e Classification is too coarsely
grained: we will be interested in
0 1 2 3 4 5 6 7 8 9 10 11 12 ’ predicting the time-to-event
Time (rather than event occurrence)

Need a new approach: survival modelling (next lecture)



Competing Risks

* Competing risks arises when we have multiple outcomes of
Interest and the occurrence of one outcome prevents us from
observing another outcome.

* Consider heart disease and mortality as two outcomes of interest

* |[f a patient dies from a cause other than heart disease, we can no longer
observe the heart disease outcome

* We have full observation of death outcome but only partial about hearth
disease (we only know that occurrence time is greater than time-of-death)



Wrap-up




Take home lessons

* Risk stratification is a powerful tool to categorize patients into segments based on their risk of incurring an
outcome

e Stratification helps in targeting interventions for high-risk individuals and optimizing healthcare system
operations (Population Health Management)

* Risk stratification can be addressed as a classification tasks in machine learning, with some caveats
* There are critical factors concerning temporal aspects of the data and task
* The ability to single out and measure the contribution of relevant risk factors is key for the biomedical application

* Logistic regression as an effective tool for risk scoring

* Odds ratio associated with feature parameters quantify the strength of the association between an outcome and a
condition

* Can be extended to consider time-varying behaviors

* Performance assessment in risk prediction models concerns
e Calibration - how well the predicted probabilities of an event match the actual observed outcomes
* Discrimination - ability to separate individuals into low and high-risk categories

* Risk modelingis characterized by censored data: we do not have complete information about a subject or
their outcome within the study period



Next Lecture

* Survival analysis
* From event prediction to time-to-event regression

e Survival function estimation with baseline statistical models
* Kaplan-Meier
 Coxregression

* A broader view into machine learning for survival analysis
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